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Resource-Efficient and Availability-Aware Service Chaining and
VNF Placement with VNF Diversity and Redundancy

Takanori HARA†a), Masahiro SASABE††b), Members, Kento SUGIHARA†c), Nonmember,
and Shoji KASAHARA†d), Fellow

SUMMARY To establish a network service in network functions virtual-
ization (NFV) networks, the orchestrator addresses the challenge of service
chaining and virtual network function placement (SC-VNFP) by mapping
virtual network functions (VNFs) and virtual links onto physical nodes and
links. Unlike traditional networks, network operators in NFV networks must
contend with both hardware and software failures in order to ensure resilient
network services, as NFV networks consist of physical nodes and software-
based VNFs. To guarantee network service quality in NFV networks, the
existing work has proposed an approach for the SC-VNFP problem that con-
siders VNF diversity and redundancy. VNF diversity splits a single VNF
into multiple lightweight replica instances that possess the same function-
ality as the original VNF, which are then executed in a distributed manner.
VNF redundancy, on the other hand, deploys backup instances with standby
mode on physical nodes to prepare for potential VNF failures. However,
the existing approach does not adequately consider the tradeoff between
resource efficiency and service availability in the context of VNF diver-
sity and redundancy. In this paper, we formulate the SC-VNFP problem
with VNF diversity and redundancy as a two-step integer linear program
(ILP) that adjusts the balance between service availability and resource ef-
ficiency. Through numerical experiments, we demonstrate the fundamental
characteristics of the proposed ILP, including the tradeoff between resource
efficiency and service availability.
key words: Network functions virtualization (NFV), virtual network func-
tion (VNF), service chaining, VNF placement, VNF diversity, and VNF
redundancy.

1. Introduction

Thanks to network functions virtualization (NFV), virtual
network functions (VNFs) can be deployed with enhanced
agility and flexibility, leading to reduced capital expenditure
(CAPEX) and operating expenditure (OPEX). This enables
the establishment of network services [1]. A certain network
service can be considered as a sequence of VNFs. To es-
tablish a network service, which involves creating a service
chain from a service chain request (SCR) with specific ser-
vice chain requirements, the VNF placement (VNFP) prob-
lem and service chaining (SC) problem needs to be solved.
These problems are resource allocation challenges in NFV
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networks. The VNFP problem aims to map the VNFs re-
quired by the SCR onto physical nodes while considering
resource constraints [2]. On the other hand, the SC problem
aims to establish an appropriate service path from an origin
node to a destination node, while executing the VNFs de-
ployed on the physical nodes in the required function order
and adhering to resource constraints [3]. More precisely, the
SC and VNFP (SC-VNFP) problem involves constructing
a service chain forwarding graph, which consists of virtual
nodes representing VNFs and virtual links connecting them,
and then mapping these virtual nodes and links onto physi-
cal nodes and links. It is well-known that efficient resource
allocation can be achieved by jointly solving the SC and
VNFP problems [3]. Notably, these problems are known to
be NP-hard [4].

Unlike traditional networks, network operators in NFV
networks face not only hardware failures but also software
failures, as NFV networks consist of both physical nodes
and software-based VNFs. Consequently, their efforts have
increased to address these failures. In this context, it is
crucial to establish a resilient network service that can with-
stand hardware and software failures, ensuring a certain level
of network service quality in terms of service availability
and fault tolerance. There have been studies on exploring
VNF diversity and redundancy to achieve resilient NFV net-
works [5]–[12]. VNF diversity splits a single VNF into 𝑁
lightweight replica instances that have the same functional-
ity as the original VNF, and then distributes and executes
them [10]. However, this approach incurs load balancer
costs and overhead to process the same amount of traffic as
the original VNF. On the other hand, VNF redundancy de-
ploys backup instances with standby mode on physical nodes
to prepare for VNF failures [8]. While this approach im-
proves service availability, it consumes additional resources
for backup instances, which may reduce the resource effi-
ciency of the NFV network. Therefore, there is a tradeoff
between resource efficiency and service availability when
considering VNF diversity and redundancy.

There have been studies on the SC-VNFP problem [3],
[8], [10], [13], [14]. Many of these studies have formulated
the SC-VNFP problem as an integer linear program (ILP)
with the aim of achieving resource-efficient management of
NFV networks, but without taking into consideration service
availability in the face of VNF failures [3], [13], [14]. Re-
search has also explored the resilient SC-VNFP problem in
terms of VNF diversity and redundancy [8], [10]. Hmaity
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et al. proposed three VNF redundancy strategies to miti-
gate single point failures by preparing primary and backup
paths: (1) virtual node protection, (2) virtual link protec-
tion, and (3) service chain protection [8]. Alleg et al. in-
tegrated VNF diversity and redundancy, and formulated the
SC-VNFP problem as a mixed ILP (MILP) by applying both
VNF diversity and redundancy to each VNF, ensuring ser-
vice availability [10]. However, this solution does not allow
for adjustment of the diversity level of each VNF with con-
sideration of both resource efficiency and service availability
prior to solving the SC-VNFP problem.

In this paper, we present a novel scheme for the SC-
VNFP problem that realizes resource efficiency and service
availability through VNF diversity and redundancy, formu-
lated as a two-step ILP inspired by [10]. Specifically, the
proposed scheme first constructs a service chain forwarding
graph from a set of candidate replica instances and virtual
links, and then solves the first ILP to select the minimum
required replica instances and virtual links from the candi-
date set for deployment on physical links and nodes. The
objective is to satisfy only the availability and assignment
constraints. In the next step, the constructed service chain
graph is assigned to physical nodes and links, ensuring that
the service chain requirements are met by solving the second
ILP. Through numerical results, we demonstrate the funda-
mental characteristics of the proposed ILP, highlighting the
tradeoff between resource efficiency and service availability.

The rest of the manuscript is organized as follows. Sec-
tion 2 gives the related work. Section 3 introduces the system
model used in this paper. In Section 4, we formulate the SC-
VNFP problem incorporating VNF diversity and redundancy
as an ILP. Section 5 shows the fundamental characteristics
of the proposed ILP. Finally, Section 6 gives the conclusion.

2. Related Work

There have been prior studies on SC and VNFP problems [1],
[2], [14], [15]. Alleg et al. formulated a delay-aware SC-
VNFP problem as a mixed integer quadratically constrained
program (MIQCP) [15]. Hyodo et al. formulated an SC-
VNFP problem as an ILP and devised a heuristic algorithm
employing a specialized network model known as the layered
network [14]. Bhat et al. developed an algorithm leverag-
ing the similarity between the SC problem and the shortest
path tour problem (SPTP) to efficiently find the SPTP for
achieving SC [16]. The SPTP is a variant of the shortest
path problem that aims to establish the shortest path from an
origin node to a destination node while traversing predefined
disjoint node subsets T1, . . . ,T𝑘 in the required order [17].
Sasabe and Hara modeled the SC-VNFP problem as the ca-
pacitated SPTP (CSPTP) and formulated it as an ILP utilizing
an augmented network model, where CSPTP is a generalized
version of SPTP that restricts node and link capacities with
real values [3]. Furthermore, they proposed the CSPTP-
based Lagrangian heuristic algorithm for efficient solving of
the SC-VNFP problem [13].

There have been studies on service chain protection to

ensure service resilience in terms of VNF redundancy [5],
[7], [8] and VNF diversity [9]–[12]. In the context of VNF
redundancy, Hmaity et al. proposed a resilient SC-VNFP
scheme to address single point failures on physical nodes
or links by preparing primary and backup service paths that
adhere to service path delay constraints [8]. They catego-
rized VNF redundancy into three types: (1) virtual node
protection, (2) virtual link protection, and (3) service chain
protection. Virtual node (resp. link) protection ensures that
the backup path does not share physical nodes (resp. links)
with the primary path. Service chain protection guarantees
end-to-end service continuity by preparing the backup path
such that it does not share both physical nodes and links,
protecting against single point failures on physical nodes or
links. Qu et al. formulated a reliability-aware and delay-
constrained SC-VNFP problem with VNF redundancy as an
MILP [5]. Their algorithm realizes hybrid routing, which
combines primary and backup paths, to protect virtual links
and service chains while adhering to delay constraints. Yang
et al. formulated a delay-sensitive and availability-aware SC-
VNFP problem as an integer non-linear program (INLP) and
proposed a heuristic algorithm to address the computational
complexity [7]. Their formulation takes into consideration
virtual link and service chain protection. Carpio and Jukan
formulated an availability-aware SC-VNFP problem with
combined VNF migration and replication as an ILP [11].
Their solution is based on the virtual node protection and
improves service availability by migrating VNFs to alter-
native physical nodes and replicating VNFs across multiple
physical nodes. However, their problem assumes implicit
VNF redundancy, where spare (replica) instances are pre-
pared to process traffic in case of a single-point failure on
the replica instance within the same group. In this paper,
we adopt virtual node protection for VNF redundancy and
consider not only VNF redundancy but also VNF diversity.

Xie et al. proposed the SC-VNFP problem that con-
siders the heterogeneity between the original VNF and the
backup instance, i.e, VNF diversity [9]. In addition to VNF
diversity, Alleg et al. formulated an SC-VNFP problem with
both VNF diversity and redundancy as an MILP by applying
the VNF diversity and redundancy to each VNF in the ser-
vice chain [10]. Kang et al. formulated a 𝑘 fault-tolerance
SC-VNFP problem with VNF diversity of both primary and
backup functions as an MILP [12]. This solution also in-
corporates VNF diversity into VNF redundancy. However,
these studies implicitly pre-select a diversity level for each
VNF, making it challenging to appropriately select diversity
levels to meet the service chain requirements. In this paper,
we determine the minimum VNF diversity level required to
meet the service availability requirements, and then achieve
a highly-available and resource-efficient SC-VNFP that bal-
ances both resource efficiency and service availability.

3. System Model

In this section, we present the system model utilized in this
paper, which is inspired by [10]. Table 1 provides the nota-
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Table 1: Notations.
Symbol Description
𝐺P Physical network 𝐺P = (VP, EP )
VP Set of physical nodes, 𝑉P = |VP |
EP Set of physical links, 𝐸P = | EP |
𝜃𝑛 Residual capacity of physical node 𝑛 ∈ VP
𝐴HW
𝑛 Availability of physical node 𝑛 ∈ VP
𝛿𝑛,𝑚 Residual capacity of physical link (𝑛, 𝑚) ∈ EP
S Set of SCRs, 𝑆 = |S |
F Set of VNFs, 𝐹 = | F |
𝐴SW
𝑓

Availability of VNF 𝑓
𝐴𝑛, 𝑓 Availability of VNF 𝑓 ∈ F running on the physical node

𝑛 ∈ VP, 𝐴𝑛, 𝑓 = 𝐴SW
𝑓

· 𝐴HW
𝑛

𝑟𝑠 Service chain requirements of SCR 𝑠
F𝑠 Set of VNFs required by SCR 𝑠
𝑜𝑠 Origin node of SCR 𝑠
𝑑𝑠 Destination node of SCR 𝑠
𝐺𝑠SC Service chain forwarding graph, 𝐺𝑠SC = (V𝑠

SC, E
𝑠
SC )

V𝑠
SC Set of virtual nodes for SCR 𝑠,

V𝑠
SC = {𝑜𝑠 , 𝑓1, . . . , 𝑓𝐾𝑠 , 𝑑𝑠 }

E𝑠SC Set of virtual links for SCR 𝑠, E𝑠SC =
{ (𝑜𝑠 , 𝑓1 ) , ( 𝑓1, 𝑓2 ) , . . . , ( 𝑓𝐾𝑠−1, 𝑓𝐾𝑠 ) , ( 𝑓𝐾𝑠 , 𝑑𝑠 ) }

𝐴th (𝑠) Availability requirement for SCR 𝑠
𝐴𝑠 Availability of service chain of SCR 𝑠
Δ 𝑓 Diversity level of VNF 𝑓 ∈ F𝑠
𝑁 Maximum of diversity level among all VNFs ∀ 𝑓 ∈ F𝑠 ,

𝑁 = max 𝑓 ∈F𝑠 Δ
𝑓

𝑃 Redundancy level
𝛼 Ratio of processing capacity of the backup instance to

that of the original VNF
Ψ 𝑓 Processing requirement of VNF 𝑓 ∈ F𝑠
Ω𝑘,𝑙 Bandwidth requirement of virtual link (𝑘, 𝑙) ∈ E𝑠SC
𝐺𝑠DIV Service chain forwarding graph with VNF diversity,

𝐺𝑠DIV = (V𝑠
DIV, E

𝑠
DIV )

V𝑠
DIV Set of virtual nodes in 𝐺𝑠DIV for SCR 𝑠,

V𝑠
DIV = {𝐷 𝑓

𝑖 } 𝑓 ∈V𝑠SC ,𝑖∈{1,...,Δ
𝑓 } ∪ {𝑜𝑠 , 𝑑𝑠 }

E𝑠DIV Set of virtual links in 𝐺𝑠DIV for SCR 𝑠,
E𝑠DIV = { (𝐷𝑘𝑖 , 𝐷

𝑙
𝑗 ) } (𝑘,𝑙) ∈E𝑠SC ,𝑖∈{1,...,Δ

𝑘 }, 𝑗∈{1,...,Δ𝑙 }

𝐷
𝑓
𝑖 The 𝑖th replica instance of VNF 𝑓

𝑅
𝑓
𝑖 The 𝑖th backup instance of VNF 𝑓

Ψ𝐷
𝑓
𝑖 Processing requirement of 𝑖th replica instance of VNF 𝑓

Ψ𝑅
𝑓
𝑖 Processing requirement of 𝑖th backup instance of VNF 𝑓

ΨLB Processing requirement of the load balancer
𝐻 ( 𝑓 , 𝑁 ) Estimated overhead by the VNF diversity

tions employed in this paper. Figure 1 illustrates an overview
of the system model.

3.1 Physical Network

A physical network is defined as a directed graph 𝐺P =
(VP, EP), whereVP (resp.EP) denotes a set of physical nodes
(resp. links). Each physical node 𝑛 ∈ VP has the residual
capacity 𝜃𝑛 and the availability 𝐴HW

𝑛 ∈ [0, 1). Each physical
link (𝑛, 𝑚) ∈ EP has the residual capacity 𝛿𝑛,𝑚. All physical
nodes 𝑛 ∈ VP on the NFV network can support 𝐹 = |F | types
of VNFs, and each VNF 𝑓 ∈ F has the availability 𝐴SW

𝑓 ∈
[0, 1), where F is a set of VNFs supported by the NFV
network. The bottom layer of Fig. 1 presents an example of
a physical network that supports the VNFs 𝑓1, 𝑓2, and 𝑓3.
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Fig. 1: Overview of the system model.

3.2 VNF Diversity and Redundancy

In this section, we introduce the concept of VNF diver-
sity and redundancy. VNF diversity allows for the divi-
sion of a single VNF into 𝑁 lightweight replica instances
({𝐷 𝑓

𝑖 }𝑖∈{1,...,𝑁 }) that possess the same functionality as the
original VNF and can be executed in a distributed manner.
As a result, these replica instances can concurrently process
at least the same amount of traffic as the original VNF. Note
that the load balancer is newly required redirect incoming
traffic to a pool of 𝑁 replica instances. The processing re-
quirement 𝜓diversity( 𝑓 ) of VNF 𝑓 employing VNF diversity
is defined as follows [10]:

𝜓diversity ( 𝑓 ) = Ψ 𝑓 + ΨLB + 𝐻 ( 𝑓 , 𝑁), (1)

where Ψ 𝑓 denotes the processing requirement originally re-
quired by VNF 𝑓 , and ΨLB denotes the processing capacity
of the load balancer. 𝐻 ( 𝑓 , 𝑁) represents the estimated over-
head required to maintain the processing efficiency of 𝑁
replica instances equivalent to that of the original VNF, and
it is defined as follows [10]:

𝐻 ( 𝑓 , 𝑁) = Ψ 𝑓 · 𝑁 − 1
2(𝑁 + 1) . (2)

In Eq. (2), if VNF diversity is not applied (i.e, 𝑁 = 1),
𝐻 ( 𝑓 , 𝑁) = 0, as no overhead of load balancer occurs. When
the number 𝑁 of replica instances increases, we consider
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half of the processing requirement required by VNF 𝑓 as the
overhead, 𝐻 ( 𝑓 , 𝑁).

VNF redundancy involves deploying additional in-
stances, known as backup instances, in standby mode on
physical nodes to mitigate failures and ensure network ser-
vice continuity. However, this comes at the cost of increased
resource consumption on physical nodes and links. In this
paper, we assume that 𝑃 backup instances of a target VNF 𝑓
are deployed in the NFV network. When VNF redundancy is
applied to VNF 𝑓 with processing requirement Ψ 𝑓 , each of
the 𝑃 backup instances, 𝑅 𝑓𝑖 (1 ≤ 𝑖 ≤ 𝑃), requires processing
requirement 𝛼Ψ 𝑓 , where 𝛼 ∈ [0, 1] is the ratio of processing
requirement of the backup instance to that of the target VNF.
The processing requirement𝜓redundancy ( 𝑓 , 𝛼) required by the
𝑃 backup instances is as follows [10]:

𝜓redundancy ( 𝑓 , 𝛼) = 𝛼Ψ 𝑓 · 𝑃.

In case of traditional redundancy (i.e., 𝛼 = 1), each backup
instance requires the same amount of processing requirement
as the target VNF.

3.3 Service Chain Request

Each service chain request (SCR) 𝑠 ∈ S is characterized by
the following service chain requirements:

𝑟𝑠 = (𝑜𝑠 , 𝑑𝑠 , F𝑠 , 𝐺𝑠SC, {Δ
𝑓 } 𝑓 ∈V𝑠

SC
, 𝑃, 𝛼,

{Ψ 𝑓 } 𝑓 ∈V𝑠
SC
, {Ω𝑘,𝑙} (𝑘,𝑙) ∈E𝑠SC

,ΨLB, 𝐴th (𝑠)).

𝑜𝑠 and 𝑑𝑠 represent the origin and destination nodes, respec-
tively. Let F𝑠 ⊆ F denote the sequential set of VNFs re-
quired by SCR 𝑠 (i.e., F𝑠 = { 𝑓𝑠,1, . . . , 𝑓𝑠,𝐾𝑠 } and 𝐾𝑠 = |F𝑠 |).
𝐺𝑠SC = (V𝑠

SC, E
𝑠
SC) is a directed acyclic graph that repre-

sents the service chain forwarding graph for SCR 𝑠, where
V𝑠

SC = {𝑜𝑠 , 𝑓𝑠,1, . . . , 𝑓𝑠,𝐾𝑠 , 𝑑𝑠} is a sequential set of virtual
nodes indicating the 𝐾𝑠 VNFs and origin and destination
nodes, and E𝑠SC = {( 𝑓𝑘 , 𝑓𝑘+1)}𝑘=0,...,𝐾𝑠 is a set of virtual
links connecting 𝑓𝑘 with 𝑓𝑘+1, where 𝑓0 = 𝑜𝑠 and 𝑓𝐾𝑠+1 = 𝑑𝑠 .
Each virtual link (𝑘, 𝑙) ∈ E𝑠SC is assigned to at least one phys-
ical link. Ψ 𝑓 is the processing requirement required by VNF
𝑓 ∈ V𝑠

SC and Ω𝑘,𝑙 is the bandwidth requirement of virtual
link (𝑘, 𝑙) ∈ E𝑠SC connecting VNF 𝑘 and VNF 𝑙. The top
layer of Fig. 1 illustrates an example of the service chain
forwarding graph for SCR 𝑠.

For VNF diversity, we calculate the number of replica
instances per VNF 𝑓 ∈ F𝑠 as Δ 𝑓 , and define 𝑁 as the upper
limit of Δ 𝑓 (1 ≤ Δ 𝑓 ≤ 𝑁). ΨLB represents the processing
requirement for the load balancer. For VNF redundancy, we
provision 𝑃 backup instances for each VNF 𝑓 ∈ F𝑠 . 𝐴th (𝑠)
denotes the minimum availability requirement for service
chain 𝑠 ∈ S.

We can construct the service chain forwarding graph
𝐺𝑠DIV = (V𝑠

DIV, E
𝑠
DIV) with VNF diversity, by replacing V𝑠

SC
and E𝑠SC with V𝑠

DIV = {𝐷 𝑓𝑘
𝑖 } 𝑓𝑘 ∈V𝑠

SC ,𝑖∈{1,...,Δ
𝑓𝑘 } and E𝑠DIV =

{(𝐷 𝑓𝑘
𝑖 , 𝐷

𝑓𝑘+1
𝑗 )} ( 𝑓𝑘 , 𝑓𝑘+1 ) ∈E𝑠SC ,𝑖∈{1,...,Δ

𝑓𝑘 }, 𝑗∈{1,...,Δ 𝑓𝑘+1 } , where

Δ 𝑓 ( 𝑓 ∈ V𝑠
SC) denotes the diversity level of VNF 𝑓 required

by SCR 𝑟𝑠 . Note that Δ 𝑓0 = 1 and Δ 𝑓𝐾𝑠+1 = 1 where 𝑓0 = 𝑜𝑠
and 𝑓𝐾𝑠+1 = 𝑑𝑠 . V𝑠

DIV is a set of replica instances, the origin
node, and the destination node. E𝑠DIV is a set of virtual links
connecting 𝐷 𝑓𝑘

𝑖 and 𝐷 𝑓𝑘+1
𝑗 .

The middle layer of Fig. 1 illustrates an example of a
service chain forwarding graph with VNF diversity and re-
dundancy. In this figure, VNF 𝑓2 is applied with a diversity
level of Δ 𝑓2 = 2, resulting in 2 replica instances of VNF
𝑓2, each connected to 𝐷

𝑓1
1 and 𝐷

𝑓3
1 through virtual links.

The load balancer redirects incoming traffic to the replica
instances 𝐷 𝑓2

1 and 𝐷 𝑓2
2 of VNF 𝑓2, respectively. Addition-

ally, a backup instance of VNF 𝑓2 is prepared with 𝑃 = 1
redundancy in this figure. In case all replica instances of
VNF 𝑓2 fail, the backup instance is activated and incoming
traffic is redirected to it by the load balancer.

3.4 Availability

The system availability, 𝐴, where 𝐴 ∈ [0, 1), is defined as
the ratio of time during which the system is in an operational
state, i.e., 𝐴 = MTBF/(MTBF + MTTR), where MTBF
(mean time between failures) and MTTR (mean time to re-
pair) represent the average durations between occurrences
of failures and the average time taken to repair the system,
respectively.

The service availability can be evaluated by decompos-
ing the service chain into its individual components, includ-
ing both the physical node and VNF. In the NFV network,
the availability 𝐴𝑛, 𝑓 of VNF 𝑓 ∈ F𝑠 running on physical
node 𝑛 ∈ VP can be defined as the product of the availability
𝐴HW
𝑛 of physical node 𝑛 and the availability 𝐴SW

𝑓 of VNF
𝑓 , assuming software and hardware failures occur indepen-
dently.

𝐴𝑛, 𝑓 = 𝐴
HW
𝑛 · 𝐴SW

𝑓 , (3)

where 𝐴HW
𝑛 (resp. 𝐴SW

𝑓 ) represents the availability of the
hardware (resp. software). Given that the service chain can
be interpreted as a sequence of VNFs, the service availability
of SCR 𝑠 can be defined as follows based on Eq. (3):

𝐴𝑠 =
∏
𝑛∈VP

∏
𝑓 ∈F𝑠

𝐴
I(𝑛∈Valloc

𝑓
)

𝑛, 𝑓 , (4)

where I(·) denotes an indicator function and Valloc
𝑓 repre-

sents the set of physical nodes on which VNF 𝑓 is deployed.
As in [10], we regard the availability of VNF 𝑓 with

VNF diversity as the probability of having at least one replica
instance in an operational state among Δ 𝑓 replica instances.

𝐴
parallel
𝑓 = 1 −

Δ 𝑓∏
𝑘=1

∏
𝑛∈VP

(1 − 𝐴HW
𝑛 · 𝐴SW

𝐷
𝑓
𝑘

)I(𝑛∈V
alloc
𝑓

)
. (5)

The service availability 𝐴parallel
𝑠 of SCR 𝑠with VNF diversity

can be obtained from Eqs. (4) and (5) as follows:
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𝐴
parallel
𝑠 =

∏
𝑓 ∈F𝑠

𝐴
parallel
𝑓 . (6)

Please note that this approach aims to sustain the network
service even when up to 𝑁−1 failures of replica instances per
VNF occur, albeit at the expense of performance degradation
that scales with the number of replica instance failures.

3.5 Existing Strategies for Deploying Replica Instances

In [10], the authors proposed three strategies to adjust Δ 𝑓
of each VNF 𝑓 ∈ F𝑠 . All diversity strategy (ALLDIV)
sets Δ 𝑓 of all VNFs 𝑓 ∈ F𝑠 to 𝑁 . Random diversity strategy
(RANDDIV) randomly selectsΔ 𝑓 of each VNF 𝑓 ∈ F𝑠 from
the range of [1, 𝑁]. Selective diversity strategy (SELEDIV)
applies VNF diversity only to VNF 𝑓 ′ with the lowest avail-
ability 𝐴′

𝑓 among all VNFs 𝑓 ∈ F𝑠 , i.e., 𝑓 ′ = arg min
𝑓 ∈F𝑠

𝐴 𝑓 ,

and sets Δ 𝑓 ′ to 𝑁 . In [10], they construct 𝐺𝑠SC before formu-
lating the ILP according to one of the three strategies. The
bottom layer of Fig. 1 depicts an example of the assignment
result for SC-VNFP given the service chain forwarding graph
in the middle layer of Fig. 1.

3.6 Existing Strategies for Deploying Backup Instances

The strategies for VNF redundancy can be categorized into
three types: (1) virtual node protection, (2) virtual link pro-
tection, and (3) service chain protection, which ensure the
availability of the entire service path, including both pri-
mary and backup paths [8]. Virtual node protection deploys
additional VNFs on physical nodes that are not included in
the primary path. Virtual link protection maps virtual links
onto one or more physical links that are not included in the
primary path. Service chain protection constructs a backup
path that does not share any physical nodes or links with the
primary path. In this paper, we adopt virtual node protection
as VNF redundancy strategy. The middle layer of Fig. 1
illustrates an example of a backup instance 𝑅 𝑓21 , which is
deployed on physical node 𝑛1 at a different location from the
replica nodes 𝐷 𝑓2

𝑖 (𝑖 = 1, 2) in the primary path.

4. Proposed Scheme

4.1 Overview

The service chain forwarding graph 𝐺𝑠DIV of SCR 𝑠 can be
constructed by pre-determining the values of Δ 𝑓 and Ψ𝐷

𝑓
𝑖

for each VNF 𝑓 ∈ F𝑠 . However, to achieve an SC-VNFP
solution that balances resource efficiency and service avail-
ability, the appropriate number and processing capacity of
replica instances must be determined based on availability
and processing requirements. For example, deploying more
than the minimum required number of replica instances on
the physical network can result in degraded resource effi-
ciency due to the overhead from VNF diversity. On the
other hand, deploying a small number of replica instances

may not meet the availability requirement. It is a challenging
problem to determine the appropriate number and process-
ing capacity of replica instances prior to mapping the service
chain forwarding graph onto physical nodes and links.

Assuming that the processing capacity of VNF 𝑓 is
evenly distributed among the Δ 𝑓 replica instances, we can
derive the appropriate processing capacity Ψ𝐷

𝑓
𝑖 of replica

instance 𝐷 𝑓
𝑖 from Eq. (1):

Ψ𝐷
𝑓
𝑖 =

𝜓diversity − ΨLB

Δ 𝑓
.

From this equation, we can see that the value ofΨ𝐷
𝑓
𝑖 depends

on the number Δ 𝑓 of replica instances that are deployed on
the physical nodes. Therefore, we can confirm that it is
not possible to simultaneously determine both the appropri-
ate number and processing capacity of replica instances, as
well as conducting their mapping, in the context of linear
programming.

To address this issue, we propose a two-step ILP for the
SC-VNFP scheme that takes into account VNF diversity and
redundancy to achieve a balance between resource efficiency
and service availability. Figure 2 illustrates an overview of
the proposed ILP. The first ILP, which will be described
in Section 4.3, generates a service chain forwarding graph
by selecting an appropriate number Δ 𝑓 of replica instances
from a candidate set of 𝑁 replica instances for each VNF
𝑓 to satisfy the availability and assignment requirements.
Subsequently, it maps the service chain forwarding graph
onto the physical nodes and links. We initially develop
the service chain forwarding graph 𝐺𝑠DIV = (V𝑠

DIV, E
𝑠
DIV)

to represent the candidate set of 𝑁 replica instances by re-
placing V𝑠

DIV with {𝐷 𝑓𝑘
𝑖 } 𝑓𝑘 ∈V𝑠

SC ,𝑖∈{1,...,𝑁 } and E𝑠DIV with
{(𝐷 𝑓𝑘

𝑖 , 𝐷
𝑓𝑘+1
𝑗 )} ( 𝑓𝑘 , 𝑓𝑘+1 ) ∈E𝑠SC ,𝑖∈{1,...,𝑁 }, 𝑗∈{1,...,𝑁 } (the upper

left side of Fig. 2). Let 𝑁 denote the maximum num-
ber of replica instances among all VNF 𝑓 ∈ V𝑠

SC (i.e.,
1 ≤ Δ 𝑓 ∗ ≤ 𝑁). After solving the first ILP, we obtain the ser-
vice chain forwarding graph (the upper center of Fig. 2) and
the temporal assignment result (the lower center of Fig. 2)
that maps the minimum required number Δ 𝑓 ∗ of replica in-
stances, chosen from the candidate set, to physical nodes and
the virtual links connecting them to physical links, which
only hold the availability and assignment requirements.

Using the constructed service chain forwarding graph
and temporal assignment result generated in the first ILP as
input, the second ILP, which will be described in Section 4.4,
reassigns virtual nodes and links to the physical nodes and
links, ensuring that the service chain requirements 𝑟𝑠 i.e.,
availability, assignment, processing, and capacitated con-
straints are satisfied, as shown in the right of Fig. 2. As an
example, in Fig. 2, after solving the second ILP, 𝐷 𝑓3

1 will
be reassigned to 𝑛3 from 𝑛2 if 𝑛2 cannot meet the residual
capacity constraint for 𝐷 𝑓3

1 .
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Temporal assignment result that holds the availability and assignment

requirements

Physical Network

Physical node VNF Virtual linkPhysical link Candidate of replica instance Candidate of virtual link

Candidate set of replica instances (𝑁 = 3) Service chain forwarding graph with the number Δ𝑓∗ of replica instances
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capacity requirements
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Fig. 2: Overview of the proposed two-step ILP.

4.2 Two-Step ILP Formulation

In this section, we propose a two-step ILP for the SC-VNFP
problem that incorporates VNF diversity and redundancy.

Let [𝑀𝐷
𝑓
𝑖

𝑛 ] (∀𝑛 ∈ VP, ∀ 𝑓 ∈ V𝑠
SC, ∀𝑖 ∈ {1, . . . , 𝑁}), [𝑀𝑅

𝑓
𝑖

𝑛 ]
(∀𝑛 ∈ VP, ∀ 𝑓 ∈ V𝑠

SC, ∀𝑖 ∈ {1, . . . , 𝑃}), [𝑀LB( 𝑓 )
𝑛 ] (∀𝑛 ∈

VP, ∀ 𝑓 ∈ V𝑠
SC), [𝑀

𝐷𝑘𝑖 ,𝐷
𝑙
𝑗

𝑛,𝑚 ] (∀(𝑛, 𝑚) ∈ EP, ∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈
E𝑠DIV), and [𝑎𝐷

𝑘
𝑖 ,𝐷

𝑙
𝑗 ] (∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV) denote the binary

decision variables as

𝑀
𝐷
𝑓
𝑖

𝑛 =


1 if the 𝑖th replica instance 𝐷 𝑓

𝑖 is deployed
on the physical node 𝑛,

0 otherwise,

𝑀
𝑅
𝑓
𝑖

𝑛 =


1 if the 𝑖th backup instance 𝑅 𝑓𝑖 is deployed

on the physical node 𝑛,
0 otherwise,

𝑀
LB( 𝑓 )
𝑛 =


1 if the load balancer for VNF 𝑓 is

deployed on the physical node 𝑛,
0 otherwise,

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛,𝑚 =


1 if the virtual link (𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) is (partly)

established by the physical link (𝑛, 𝑚),
0 otherwise,

𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 =

{
1 if the virtual link (𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) is used,
0 otherwise,

respectively.

4.3 First Step: Construction and Assignment of Service
Chain Forwarding Graph to Meet Service Availability
Requirement

Given the candidate set of the service chain forwarding
graph, we formulate the ILP to construct the service chain
forwarding graph𝐺𝑠DIV and map it onto the physical network

such that the availability and assignment requirements hold
as follows:

min
∑
𝑛∈VP

∑
𝑓 ∈V𝑠

SC

𝑁∑
𝑖=1

𝑀
𝐷
𝑓
𝑖

𝑛 , (7)

s.t. 𝑀
𝐷
𝑓
𝑖

𝑛 ∈ {0, 1},
∀𝑛 ∈ VP,∀ 𝑓 ∈ V𝑠

SC,∀𝑖 ∈ {1, . . . , 𝑁}, (8)

𝑀
𝑅
𝑓
𝑖

𝑛 ∈ {0, 1},
∀𝑛 ∈ VP,∀ 𝑓 ∈ V𝑠

SC,∀𝑖 ∈ {1, . . . , 𝑃}, (9)

𝑀
𝐿𝐵( 𝑓 )
𝑛 ∈ {0, 1},
∀𝑛 ∈ VP,∀ 𝑓 ∈ V𝑠

SC, (10)

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

(𝑛,𝑚) ∈ {0, 1},

∀(𝑛, 𝑚) ∈ EP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠SC, (11)

𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 ∈ {0, 1}, ∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠SC, (12)

1 ≤
𝑁∑
𝑖=1

∑
𝑛∈VP

𝑀
𝐷
𝑓
𝑖

𝑛 ≤ 𝑁, ∀ 𝑓 ∈ F𝑠 , (13)∑
𝑚∈VP

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛,𝑚 −
∑
𝑚∈VP

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑚,𝑛

= 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 (𝑀𝐷𝑘𝑖

𝑛 − 𝑀
𝐷𝑙𝑗
𝑛 ),

∀(𝑛, 𝑚) ∈ EP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (14)
𝑁∑
𝑖=1

𝑀
𝐷
𝑓
𝑖

𝑛 +
𝑃∑
𝑖=1

𝑀
𝑅
𝑓
𝑖

𝑛 ≤ 1,

∀ 𝑓 ∈ F𝑠 ,∀𝑛 ∈ VP, (15)∑
𝑛∈VP

𝑀
𝐷
𝑓
𝑖

𝑛 ≤ 1, ∀ 𝑓 ∈ F𝑠 ,∀𝑖 ∈ {1, . . . , 𝑁},

(16)
𝑁∑
𝑖=1

𝑀
𝐷𝑘𝑖
𝑛 (1 − 𝜀𝑘)𝜀𝑙 = 𝑀𝐿𝐵(𝑙)

𝑛 ,

∀𝑛 ∈ VP,∀(𝑘, 𝑙) ∈ E𝑠SC, (17)
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∏
𝑓 ∈V𝑠

SC

(1 −
𝑁∏
𝑖=1

∏
𝑛∈VP

(1 − 𝐴SW
𝑓 𝐴HW

𝑛 )𝑀
𝐷
𝑓
𝑖

𝑛 )

≥ 𝐴Th (𝑠), (18)

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛,𝑚 ≤ 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 ,

∀(𝑛, 𝑚) ∈ EP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (19)
𝑁∑
𝑗=1
𝑎𝐷

𝑘
𝑖 ,𝐷

𝑙
𝑗 ≤ Δ𝑙 ,

∀(𝑘, 𝑙) ∈ E𝑠SC, 𝑗 ∈ {1, . . . , 𝑁}, (20)

𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 ≤

∑
𝑛∈VP

𝑀
𝐷𝑙𝑗
𝑛 ,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (21)

𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 ≤

∑
𝑛∈VP

𝑀
𝐷𝑘𝑖
𝑛 ,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (22)∑

𝑛∈VP

𝑀
𝐷𝑘𝑖
𝑛 +

∑
𝑛∈VP

𝑀
𝐷𝑙𝑗
𝑛 − 1 ≤ 𝑎𝐷

𝑘
𝑖 ,𝐷

𝑙
𝑗 ,

∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (23)

𝑀
𝐷
𝑓0
𝑖

𝑜𝑠 =

{
1, if 𝑖 = 1,
0, otherwise,

∀𝑖 ∈ {1, . . . , 𝑁}, (24)

𝑀
𝐷
𝑓𝐾𝑠+1
𝑖

𝑑𝑠
=

{
1, if 𝑖 = 1,
0, otherwise,

∀𝑖 ∈ {1, . . . , 𝑁}. (25)

The objective function (7) minimizes the number of replica
instances deployed on physical nodes. Constraints (8)–
(12) define the domain of binary decision variables. Con-
straint (13) is associated with the maximum number of
replica instances for each VNF 𝑓 . Constraint (14) enforces
the standard flow conservation rules. In case of 𝑎𝐷

𝑘
𝑖 ,𝐷

𝑙
𝑗 = 1,

virtual link (𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) is mapped to one or more physical
links. As constraint (14) is nonlinear, we use its linear
equivalent, which will be discussed in Appendix A. Con-
straint (15) indicates that each physical node 𝑛 can support
either a replica or backup instance of VNF 𝑓 . Constraint (16)
limits the number of the 𝑖th replica instances of VNF 𝑓 de-
ployed on the physical nodes to at most one. Constraint (17)
represents the assignment strategy of the load balancer. If
VNF diversity is applied to the VNF 𝑙, 𝜀𝑙 = 1, otherwise
𝜀𝑙 = 0.

Constraint (18) specifies the minimum availability re-
quirement imposed by the SCR 𝑠. Due to its nonlinear na-
ture, we linearize constraint (18) following the approach in
[10]. As the service chain forwarding graph of SCR 𝑠 com-
prises 𝐾𝑠 VNFs, the service availability becomes

∏
𝑓 ∈F𝑠 𝐴 𝑓

from Eq. (6). The availability requirement 𝐴th (𝑠) should
meet

∏
𝑓 ∈F𝑠 𝐴 𝑓 ≥ 𝐴th (𝑠) under the assumption of indepen-

dent failures of each VNF. Assuming that the availability
requirement 𝐴 𝑓 for each VNF 𝑓 in the service chain is ho-
mogeneous, we can confirm that 𝐴 𝑓 ≥ 𝐴th (𝑠)1/𝐾𝑠 should be
established for each VNF 𝑓 . Therefore, constraint (18) can
be transformed into the following constraint:

1 −
Δ 𝑓∏
𝑖=1

∏
𝑛∈VP

(1 − 𝐴HW
𝑛 · 𝐴SW

𝐷
𝑓
𝑖

)𝑀
𝐷
𝑓
𝑖

𝑛 ≥ 𝐴th (𝑠)1/𝐾𝑠 ,

∀ 𝑓 ∈ F𝑠 . (26)

Since constraint (26) is nonlinear, we linearize it by taking
the logarithm of both sides.

Δ 𝑓∑
𝑖=1

∑
𝑛∈VP

𝑀
𝐷
𝑓
𝑖

𝑛 log(1 − 𝐴HW
𝑛 · 𝐴SW

𝐷
𝑓
𝑖

)

≤ log(1 − 𝐴th (𝑠)1/𝐾𝑠 ), ∀ 𝑓 ∈ F𝑠 . (27)

Constraint (27) ensures that the availability of VNF 𝑓 is
greater than or equal to 𝐴th (𝑠)1/𝐾𝑠 when its replica in-
stances 𝐷 𝑓

𝑖 (𝑖 ∈ {1, . . . , 𝑁}) are deployed on physical node
𝑛 ∈ VP. In this paper, we adopt constraint (27) instead of
constraint (18).

Constraint (19) prohibits the assignment of virtual link
(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) with no need for mapping to physical link (𝑛, 𝑚).
Constraint (20) limits the total number of virtual links be-
tween replica instances of VNF 𝑘 and VNF 𝑙 to Δ𝑙 . Con-
straints (21)–(23) ensure that virtual link (𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) is as-
signed to the physical link if and only if replica instances 𝐷𝑘𝑖
and 𝐷𝑙𝑗 are deployed on the physical nodes. Constraints (24)
and (25) specify the origin and destination nodes.

4.4 Second Step: Reassignment of Service Chain Forward-
ing Graph to Meet Service Chain Requirements

The formulation for the second ILP is based on [10]. How-
ever, we have detected errors in the formulation presented
in [10] and have rectified them. Using the service chain
forwarding graph, constructed in Section 4.3, as input, the
following ILP reassigns virtual nodes and links in the service
chain forwarding graph to physical nodes and links, in order
to ensure all the service chain requirements, i.e., availability,
assignment, processing, and capacity requirements.

min
∑
𝑛∈VP

∑
𝑓 ∈V𝑠

SC

𝑁∑
𝑖=1

Ψ𝐷
𝑓
𝑖 𝑀

𝐷
𝑓
𝑖

𝑛

+
∑
𝑛∈VP

∑
𝑓 ∈V𝑠

SC

𝑃∑
𝑖=1

Ψ𝑅
𝑓
𝑖 𝑀

𝑅
𝑓
𝑖

𝑛

+
∑
𝑛∈VP

∑
𝑓 ∈V𝑠

SC

Ψ𝐿𝐵𝑀𝐿𝐵( 𝑓 )
𝑛 , (28)

s.t. (8)–(13), (19)–(25), (27),∑
𝑚∈VP

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛,𝑚 −
∑
𝑚∈VP

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑚,𝑛

= 𝑀
𝐷𝑘𝑖
𝑛 − 𝑀

𝐷𝑙𝑗
𝑛 ,

∀(𝑛, 𝑚) ∈ EP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (29)
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∑
𝑓 ∈V𝑠

SC

𝑁∑
𝑖=1

Ψ𝐷
𝑓
𝑖 𝑀

𝐷
𝑓
𝑖

𝑛 +
∑
𝑓 ∈V𝑠

SC

𝑃∑
𝑖=1

Ψ𝑅
𝑓
𝑖 𝑀

𝑅
𝑓
𝑖

𝑛

+
∑
𝑓 ∈V𝑠

SC

Ψ𝐿𝐵𝑀𝐿𝐵( 𝑓 )
𝑛 ≤ 𝜃𝑛, ∀𝑛 ∈ VP, (30)

∑
(𝐷𝑘𝑖 ,𝐷𝑙𝑗 ) ∈E𝑠SC

Ω𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗𝑀

𝐷𝑘𝑖 ,𝐷
𝑙
𝑗

𝑛,𝑚 ≤ 𝛿𝑛,𝑚,

∀(𝑛, 𝑚) ∈ EP, (31)
𝑁∑
𝑖=1

∑
𝑛∈VP

Ψ𝐷
𝑓
𝑖 𝑀

𝐷
𝑓
𝑖

𝑛 ≥ 𝜓diversity ( 𝑓 ) − ΨLB,

∀ 𝑓 ∈ F𝑠 , (32)
𝑁∑
𝑖=1

𝑁∑
𝑗=1

Ω𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 · 𝑎𝐷

𝑘
𝑖 ,𝐷

𝑙
𝑗 ≥ Ω𝑘,𝑙 ,

∀(𝑘, 𝑙) ∈ E𝑠SC, (33)∑
𝑛∈VP

Ψ𝑅
𝑘
𝑖 𝑀

𝑅𝑘𝑖
𝑛 ≥ 𝜓redundancy (𝑘, 𝛼)

𝑃
,

∀𝑘 ∈ F𝑠 ,∀𝑖 ∈ {1, . . . , 𝑃}. (34)

The objective function (28) aims to minimize resource uti-
lization of physical nodes and links. It should be noted
that the service chain forwarding graph 𝐺𝑠DIV, used in the
constraints (8)–(13), (19)–(25), and (27), is derived by solv-
ing the first ILP presented in Section 4.3. Constraint (29)
reflects the standard flow conservation rules, ensuring that
each virtual link in the service chain forwarding graph, de-
noted by ∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, is assigned to one or more
physical links. Constraint (30) (resp. (31)) represents the
capacity constraint of physical node 𝑛 ∈ VP (resp. physi-
cal link (𝑛, 𝑚) ∈ EP). Constraint (32) (resp. (33)) ensures
that the processing (resp. bandwidth) requirements of replica
instances of VNF 𝑓 (resp. virtual links (𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV)
meet the minimum required standards. Constraint (34) en-
sures that the backup instance has the higher processing
requirement than the SCR 𝑠.

The proposed ILP assumes the SC-VNFP problem in
an online processing manner, where the SCR arriving at the
NFV network is immediately served one by one. We can
extend the online processing to the offline one by simultane-
ously serving all SCRs S, adding ∀𝑠 ∈ S to each constraint
of the ILP.

5. Numerical Results

5.1 Evaluation Scenario

We use an NSFNET topology to present the physical net-
work, comprising of 14 physical nodes and 21 physical
links. Each physical node 𝑛 ∈ VP is equipped with pro-
cessing resources of an 8-core CPU (i.e., 𝜃𝑛 = 8) and has
availability 𝐴HW

𝑛 in the range of [0.99, 0.999]. Each phys-
ical link (𝑛, 𝑚) ∈ EP possesses a bandwidth capacity of

Table 2: Service chain demand and requirements (NAT: Net-
work Address Translator, FW: Firewall, TM: Traffic Monitor,
WOC: WAN Optimization Controller, IDPS: Intrusion De-
tection Prevention System, and VOC: Video Optimization
Controller).

Service Sequence of functions Demand Bitrate
Web service NAT-FW-TM-WOC-IDPS 18.2% 1 Mbps
VoIP NAT-FW-TM-FW-NAT 11.8% 0.64 Mbps
Video streaming NAT-FW-TM-VOC-IDPS 69.9% 40 Mbps
Online gaming NAT-FW-VOC-WOC-IDPS 0.1% 40 Mbps

Table 3: Relationship between function type and processing
requirements per SCR [18].

Function type NAT FW TM IDPS VOC WOC
Ψ 𝑓 0.0092 0.009 0.133 0.107 0.054 0.054

𝛿𝑛,𝑚 = 10 Gbps. For our service chain demand and require-
ments, we refer to Table 2, where each service chain request
𝑠 ∈ S serves 500 aggregated users. We assume the exis-
tence of six VNF types 𝐹 = 6 and four service types, each
of which includes five functions (i.e., 𝐾𝑠 = 5). Each VNF
𝑓 has processing requirements as described in Table 3, and
availability 𝐴SW

𝑓 in the range of [0.9, 0.99].
For the comparison purpose, we adopt the three

schemes, i.e., ALLDIV, RANDDIV, and SELEDIV, each
of which was described in Section 3.5. In terms of VNF
diversity, we initially set the maximum diversity level 𝑁 in
the range of [1, 5], and then adjust the diversity level of each
VNF based on the diversity strategy, i.e., ALLDIV, RAND-
DIV, and SELEDIV. Each of these schemes is formulated as
an ILP in the same manner presented in Section 4.4.

The processing (resp. bandwidth) requirement of each
replica instance (resp. virtual link) is set as Ψ𝐷

𝑓
𝑖 = (Ψ 𝑓 +

𝐻 ( 𝑓 ,Δ 𝑓 ))/Δ 𝑓 (resp. Ω𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 = Ω𝑘,𝑙/Δ𝑘Δ𝑙). On the other

hand, with regards to VNF redundancy, we prepare a backup
instance (𝑃 = 1) of each VNF 𝑓 ∈ F𝑠 by applying traditional
redundancy (𝛼 = 1) to each of them.

As for the evaluation metrics, we define the mean ser-
vice availability as 𝐴mean = |S|−1 ∑

𝑠∈S 𝐴𝑠 . Furthermore, it
is desirable to establish service paths with a lower level of
resource utilization in terms of resource efficiency. Since it
is challenging to calculate the resource efficiency of an NFV
network directly, we use the objective value, i.e., Eq. (28).
We define the number 𝐶feasible of trials in which an optimal
solution is found. In the following, we present the aver-
age value of each evaluation metric from 100 independent
simulation runs in which an optimal solution was found.

5.2 Fundamental Characteristics

5.2.1 Impact of Diversity Level and Required Availability

In this section, we examine the effects of diversity level
and required availability on solution optimality in terms of
𝐶feasible when 𝑆 = 1, as shown in Fig. 3. Specifically, for the

SUBMITTED VERSION



HARA et al.: RESOURCE-EFFICIENT AND AVAILABILITY-AWARE SERVICE CHAINING AND VNF PLACEMENT WITH VNF DIVERSITY AND REDUNDANCY
9

0.
5

0.
55 0.
6

0.
65 0.
7

0.
75 0.
8

0.
85 0.
9

0.
95

0.
96

0.
97

0.
98

0.
99

Required availability Ath(s)

5
4

3
2

1
M

ax
im

u
m

d
iv

er
si

ty
le

ve
l
N

100100100100100100100100100100100100100100

100100100100100100100100100100100100100100

100100100100100100100100100100100100100100

100100100100100100100100100 95 52 24 7 1

100100 81 32 15 3 1 0 0 0 0 0 0 0

0

20

40

60

80

100

C
fe

a
si

b
le

(a) Proposed ILP.
0.

5

0.
55 0.
6

0.
65 0.
7

0.
75 0.
8

0.
85 0.
9

0.
95

0.
96

0.
97

0.
98

0.
99

Required availability Ath(s)

5
4

3
2

1
M

ax
im

u
m

d
iv

er
si

ty
le

ve
l
N

100100100100100100100100100100100100100100

100100100100100100100100100100100100100100

100100100100100100100100100100100100100100

100100100100100100100100100 95 52 24 7 1

100100 81 32 15 3 1 0 0 0 0 0 0 0

0

20

40

60

80

100

C
fe

a
si

b
le

(b) ALLDIV.

0.
5

0.
55 0.
6

0.
65 0.
7

0.
75 0.
8

0.
85 0.
9

0.
95

0.
96

0.
97

0.
98

0.
99

Required availability Ath(s)

5
4

3
2

1
M

ax
im

u
m

d
iv

er
si

ty
le

ve
l
N

100100 99 86 69 63 52 41 35 33 25 22 16 13

100100100 86 70 60 49 40 32 28 18 16 10 6

100100 96 70 52 43 33 23 17 10 8 6 3 2

100100 93 59 37 28 16 9 6 2 1 1 1 0

100100 81 32 15 3 1 0 0 0 0 0 0 0

0

20

40

60

80

100

C
fe

a
si

b
le

(c) RANDDIV.

0.
5

0.
55 0.
6

0.
65 0.
7

0.
75 0.
8

0.
85 0.
9

0.
95

0.
96

0.
97

0.
98

0.
99

Required availability Ath(s)

5
4

3
2

1
M

ax
im

u
m

d
iv

er
si

ty
le

ve
l
N

100100 98 74 41 19 6 1 0 0 0 0 0 0

100100 98 74 41 19 6 1 0 0 0 0 0 0

100100 98 74 41 19 6 1 0 0 0 0 0 0

100100 98 74 41 19 6 1 0 0 0 0 0 0

100100 81 32 15 3 1 0 0 0 0 0 0 0

0

20

40

60

80

100

C
fe

a
si

b
le

(d) SELEDIV.

Fig. 3: Number 𝐶feasible of trials in which an optimal solution is found.
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Fig. 4: Relationship between the availability requirement
𝐴th (𝑠) and service availability 𝐴mean.

case of no VNF diversity (𝑁 = 1), we observe that𝐶feasible de-
creases as 𝐴th (𝑠) increases, while it increases with the max-
imum diversity level 𝑁 due to the ability of VNF diversity to
improve service availability and avoid availability constraint
violations. Regarding the differences among the schemes,
we confirm that SELEDIV fails to improve 𝐶feasible by in-
creasing 𝑁 when 𝐴th (𝑠) ≥ 0.9. In addition, the improve-
ment ratio of 𝐶feasible by VNF diversity degrades as 𝐴th (𝑠)
increases. Notably, the proposed ILP demonstrates com-
petitive 𝐶feasible performance compared to ALLDIV. Specif-
ically, both the proposed ILP and ALLDIV provide optimal
solutions for all trials when 𝑁 = 3, regardless of 𝐴th (𝑠).

5.2.2 Tradeoff between Resource Efficiency and Service
Availability

In this section, we present a comparison of the tradeoff be-
tween resource efficiency and service availability under the
condition 𝑆 = 1. Specifically, we examine the proposed
ILP and ALLDIV, because the remaining schemes cannot
achieve the optimal solution under high availability require-
ment, as shown in Section 5.2.1. Our results show that ALL-
DIV consistently achieves the service availability 𝐴mean and
objective value, regardless of the availability requirement
𝐴th (𝑠). On the other hand, the proposed ILP increases 𝐴mean
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Fig. 5: Relationship between the availability requirement
𝐴th (𝑠) and objective value.

with 𝐴th (𝑠), but exhibits a smaller objective value compared
to ALLDIV. This is due to the overhead incurred by applying
VNF diversity to satisfy the availability requirement.

Furthermore, we investigate the impact of maximum
diversity level 𝑁 on the performance. Our findings show
that the objective value of ALLDIV increases with 𝑁 , since
ALLDIV applies VNF diversity to all VNFs. In contrast, the
objective value of proposed ILP does not depend on 𝑁 , as it
deploys the minimum required number of replica instances
to satisfy the availability requirement on the physical nodes.
As a result, the proposed ILP yields a smaller 𝐴mean but
satisfies the condition 𝐴mean ≥ 𝐴th (𝑠).

6. Conclusion

In this paper, we have formulated a two-step integer lin-
ear program (ILP) for the service chaining and virtual net-
work function placement (SC-VNFP) problem, incorporat-
ing VNF diversity and redundancy. The proposed ILP ad-
justs resource efficiency and service availability based on
availability constraints, as demonstrated through numerical
results. We have analyzed the tradeoff between resource ef-
ficiency and service availability by comparing the proposed
and existing ILPs under different diversity levels and required
availability, using the number of trials that achieve optimal
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solutions as the metric. Furthermore, we have examined the
fundamental characteristics of the proposed ILP, including
the service availability and resource usage. In future work,
we plan to develop a heuristic algorithm to efficiently ad-
dress the computational complexity of SC-VNFP problem
with VNF diversity and redundancy.
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Appendix A: Linearization of Standard Flow Con-
straint

Since constraint (14) is nonlinear, according to the approach
used in [19], we replace it with the following linear con-
straints.

𝑤
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ∈ {0, 1},∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 1)

𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ∈ {0, 1},∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 2)∑
𝑚∈VP

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛,𝑚 −
∑
𝑚∈VP

𝑀
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑚,𝑛 = 𝑤
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 − 𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ,

∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 3)

𝑤
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ≤ 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 ,

∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 4)

𝑤
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ≤ 𝑀
𝐷𝑘𝑖
𝑛 ,

∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 5)

𝑤
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ≤ 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 + 𝑀𝐷𝑘𝑖

𝑛 − 1,

∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 6)

𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ≤ 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 ,∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV, (A· 7)

𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ≤ 𝑀
𝐷𝑙𝑗
𝑛 , ∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV,

(A· 8)

𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ≤ 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 + 𝑀

𝐷𝑙𝑗
𝑛 − 1,

∀𝑛 ∈ VP,∀(𝐷𝑘𝑖 , 𝐷𝑙𝑗 ) ∈ E𝑠DIV. (A· 9)

Constraints (A· 1) and (A· 2) represent binariy vari-
ables. Constraint (A· 3) enforces the linearized flow con-
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servation rule. In case of 𝑎𝐷
𝑘
𝑖 ,𝐷

𝑙
𝑗 = 0, 𝑤

𝐷𝑘𝑖 ,𝐷
𝑙
𝑗

𝑛 and 𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛

are also set to 0 according to constraints (A· 4) and (A· 7),
respectively. On the other hand, in case of 𝑎𝐷

𝑘
𝑖 ,𝐷

𝑙
𝑗 = 1, 𝑀𝐷𝑘𝑖

𝑛

(resp. 𝑀
𝐷𝑙𝑗
𝑛 ) is equivalent to 𝑤

𝐷𝑘𝑖 ,𝐷
𝑙
𝑗

𝑛 (resp. 𝑧
𝐷𝑘𝑖 ,𝐷

𝑙
𝑗

𝑛 ) from the
constraints (A· 5) and (A· 6) (resp. (A· 8) and (A· 9)). Thus,
these constraints are equivalent to constraint (14).
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