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Abstract In this paper, we consider a dynamic lightpath configuration method where a lightpath supports multiple label switched paths (LSPs). In this method, lightpaths are established according to the congestion state of node and are released after some holding time. For the performance evaluation of the method for symmetric WDM ring networks, we consider analytical models in light and heavy traffic cases. In the light traffic case, a single node in the WDM ring network is modeled as a multiple queueing system, while M/G/1/K and M/G/c/c queues are used for the heavy traffic case. In both cases, loss probability of packet flow and wavelength utilization factor are derived. Numerical examples show that our analytical models in both cases are useful to predict the loss probability of packet flow and the wavelength utilization factor.
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1. Introduction
Recent rapid growth of the Internet requires evermore bandwidth due to multimedia applications such as Voice over IP (VoIP), video conference, and video-on-demand. Wavelength division multiplexing (WDM) networks can support hundreds Gbps on a single optical fiber by multiplexing wavelengths into the fiber. In the future, the number of wavelengths in a fiber will be increased to a thousand wavelengths and several Tbps transmission will be realized. Therefore, the WDM networks are attractive for the infrastructure of the next generation Internet [2, 3, 4, 6, 7, 9, 12, 14, 15].

Optical add/drop multiplexer (OADM) selectively adds and drops a wavelength to establish an all-optical connection in WDM ring networks shown in Figure 1. The all-optical connection is called lightpath and it is established between any pair of OADMs as shown in Figure 2. The wavelengths to be added and dropped are pre-selected in each OADM [5, 10, 13] and the lightpath configuration is not changed frequently. However, when traffic pattern changes over short time-scales, the static lightpath configuration degrades the performance of the network [18]. If the wavelengths are dynamically added and dropped, the high utilization of wavelengths and small packet loss probability are expected [1].

In [20], a lightpath configuration method for the OADM has been proposed. In the method, a lightpath is dynamically established according to the congestion state of a node, however, the release of the established lightpath is not taken into consideration. In [16], we have considered a dynamic lightpath configuration method with which a lightpath is established according to the congestion state of the node and is released when there are no packets to be transmitted with the lightpath. Note that both lightpath establishment and release times are overhead and the lightpath can not be utilized during those times.
Therefore, frequent establishment or release of lightpath may decrease the utilization of wavelengths. In [16], we have introduced a design parameter called *extra holding time* and when there are no packets to be transmitted with some lightpath, the lightpath is still held during the extra holding time. The lightpath is released if there are no arriving packets during the extra holding time. Numerical examples in [16] have shown that the dynamic lightpath configuration provides smaller loss probability than the static lightpath configuration in asymmetric ring networks.

In [16], a lightpath is established for the transmission of a packet. In general, because the cost of the lightpath establishment and release is high, a lightpath is used for packet flows which consist of consecutive packets with the same destination network address or the same-destination label-switching router (LSR) in some access network connected to the other WDM node. In this paper, we consider the case where a lightpath supports multiple label switched paths (LSPs) and the LSP is used to transmit the packet flow from an access network to the other access network (see Figure 1).

In order to evaluate the performance of the dynamic lightpath configuration for packet-flow transmission, we consider a symmetric WDM ring network under two traffic conditions: light and heavy ones. In the light traffic case, we model the dynamic lightpath configuration system as a continuous-time Markov chain to take into account the lightpath establishment/release time. In the heavy traffic case, established lightpaths are likely to be held for a while and those are rarely established or released. Therefore, we consider an M/G/1/K and multiple M/G/c/c queues for modeling the system in the heavy traffic case. In both cases, a packet flow which consists of consecutive packets is considered as a customer, and derive the loss probability of packet flow and wavelength utilization factor.

Note that in the dynamic lightpath configuration considered in the paper, the lightpath establishment and release do not occur frequently in the symmetric ring network. Therefore, our performance analysis for the symmetric ring network provides the worst case analysis and is useful for the asymmetric ring network.

The rest of the paper is organized as follows. Section 2 describes the lightpath configuration method in detail, and in Section 3, the ring network model is presented. The performance analysis of the method in the light traffic case is shown in Section 4 and the performance analysis in the heavy traffic case is presented in Section 5. Numerical examples are given in Section 6 and finally, conclusions are presented in Section 7.

2. Dynamic Lightpath Configuration Method

In this section, we summarize the dynamic lightpath configuration method where multiple LSPs are supported in a lightpath [16, 20]. Each node in a WDM network consists of an
OADM and an LSR as shown in Figure 3, and the nodes are connected with optical fibers as shown in Figure 4. The procedure of lightpath configuration is as follows (see Figure 5).

For simplicity, we consider a tandem network with three nodes, namely, the nodes A, B, and C. Each node is connected to its own access network through the LSR. Suppose $W + 1$ wavelengths are multiplexed into an optical fiber in the WDM network. Among $W + 1$ wavelengths, the $W$ wavelengths are used to transmit data traffic and one is dedicated to distribute control traffic (see Figure 4). Let $w_i$ ($i = 0, \cdots, W - 1$) denote the $i$th wavelength for data traffic.

The wavelength $w_0$ is used for the transmission to adjacent nodes (from A to B and from B to C in Figure 5). We call $w_0$ the default path in the following. The default path only supports hop by hop transmission. Packets transmitted with the default path arrive at the layer 3 routing kernel in the LSR. At the routing kernels in the source and intermediate nodes, packets are routed to the next node. At the routing kernel in the destination node,
on the other hand, packets are routed to the access network.

Other $W - 1$ wavelengths are used for lightpaths which connect any pair of source and destination nodes. Those lightpaths are dynamically established and released between the source and destination nodes according to congestion states in the source and intermediate nodes along the path. An established lightpath contains multiple cut-through LSPs which have the same source and destination OADMs but have the different pairs of source and destination network addresses or the different pairs of LSRs in the access networks connected to those nodes.

When the first packet in the packet flow whose destination is in the node C’s access network arrives at the node A from the A’s access network, the LSR of the node A selects a wavelength with which the packet flow is transmitted. If there exists an established lightpath between the two nodes, a new cut-through LSP is established in the lightpath. If the establishment of the cut-through LSP fails due to the shortage of available bandwidth in the lightpath, the packet flow is forwarded to the routing kernel and transmitted to the destination through the default path [11].

In the dynamic lightpath configuration method, a buffer in the routing kernel of the LSR has a pre-specified threshold [20]. If the amount of packets in the buffer becomes equal to or greater than the threshold, the LSR regards the routing kernel as being in congestion and decides to establish a new lightpath between the source and destination nodes for the packet flow. This happens when the packet flow transmitted from the nodes A to C triggers congestion at the node A, or when it triggers congestion at the node B.

In both cases, a lightpath is established as shown in Figure 5 (1) and (2) [20]. Each node has the information of current lightpath configuration and the new lightpath configuration is performed based on the information. If the same wavelength cannot be available at consecutive links, the wavelength conversion may be required at the corresponding node [13]. If no wavelengths are available at the node, the lightpath configuration fails.

When no IP packets are transmitted with the LSP during a given time interval, the node releases the LSP. When the lightpath established between the nodes B (A) and C...
(C) becomes idle, the timer for the extra holding time in the source node B (A) starts. The lightpath is released if the extra holding time is over and no LSP is established in the lightpath (Figure 5 (3) (4)).

The procedures of the lightpath establishment and release are shown in Figures 6 and 7, respectively.

3. Network Model

For the performance analysis of the dynamic lightpath configuration, we consider a symmetric WDM ring network with L nodes, shown in Figure 1. Each node consists of an OADM and an LSR, and lightpaths are established or released according to the dynamic lightpath configuration method. In addition, each node is connected to its own access network through the LSR. For simplicity, we assume that the unit of transmission is a packet flow and that multiple lightpaths between any pair of nodes are not permitted. Moreover, we assume that the LSP is released after all IP packets in a packet flow are transmitted.

The number of wavelengths available at each node is W and all wavelengths can be converted regardless of any wavelength pairs. One of the W wavelengths is for the default path and the others are for the lightpaths which are dynamically established and released. The W − 1 wavelengths are numbered from 1 to W − 1 and a lightpath is established with one of the W − 1 wavelengths according to the first-fit strategy in which the available wavelength with the smallest index number is selected.

Moreover we assume that the size of a packet flow is exponentially distributed with the mean δ bits and that the destination of each packet flow is equally likely. This implies that the destination of packet flow which arrives at node i is node j (j ≠ i) with probability 1/(L − 1). Packet flows sent to some destination arrive at a node according to a Poisson process with rate λ. Since there are L − 1 destinations for each node, packet flows arrive at the node from its access network according to a Poisson process with rate (L − 1)λ. In this ring network, packet flows are transmitted in clockwise direction. Since the network is symmetric, we focus on a node in the network and consider the performance of the dynamic lightpath configuration method.

We assume that W wavelengths have the same bandwidth B bps, i.e., the bandwidth of an established lightpath also has B bps. In addition, all established cut-through LSPs have the same bandwidth equal to B_l bps. Therefore, a lightpath supports up to \( K_l = \lfloor B/B_l \rfloor \) cut-through LSPs where [x] is the maximum integer smaller than or equal to x.

Let \( K_r \) [bits] denote the capacity of the layer 3 routing kernel in the LSR. Here, the capacity consists of a waiting room in which packet flows are stored for transmission, and a server where a packet flow is in transmission. Let \( T_h \) [bits] denote the pre-specified value of the threshold for the routing kernel. For simplicity of the analysis, we assume that the unit of both \( K_r \) and \( T_h \) is the number of packet flows.

4. Performance Analysis in the Light Traffic Case

In this and the following sections, we analyze the performance of the dynamic configuration for a symmetric WDM ring network. This section is devoted to the analysis in the light traffic case and the next section to that in the heavy traffic case.

4.1. System model

In the light traffic case, the establishment and release of lightpaths may greatly affect the performance of the dynamic lightpath configuration method. Thus we consider a multiple queueing system under light traffic as shown in Figure 8. In this network model, there are
W queues in a node: one is for layer 3 routing kernel and the other W - 1 queues are for the lightpaths which are dynamically used according to the congestion of the routing kernel. Here a lightpath supports Kl cut-through LSPs. In the light traffic case, we assume that the transmission times of packet flows for the routing kernel and cut-through LSP are exponentially distributed with rates \( \mu_r \) and \( \mu_l \), respectively. Because the processing speed of the routing kernel is \( B_r \) bps and the size of a packet flow is \( \delta \) bits, the mean transmission time of the routing kernel is given by \( 1/\mu_r = \delta/B_r \), and that of cut-through LSP is given by \( 1/\mu_l = \delta/B_l \). Note that \( B_r \leq B \) and \( B_l \leq B \) where \( B \) is the bandwidth of a lightpath. We also assume that the lightpath establishment/release time and the extra holding time are exponentially distributed with rates \( p \) and \( h \), respectively.

We have two kinds of packet flows that arrives at the node: one is from the access network and the other is from the previous node. As shown in the above, we assume that packet flows arrive at the node from the access network according to a Poisson process with rate \( (L - 1)\lambda \).

Next we consider packet flow traffic from the previous node. Since the packet flow arrives at the routing kernel depending on the congestion state and the queue size of the routing kernel is finite, our ring network is not an open Jackson queueing network. However, due to light traffic, a newly arriving packet flow is hardly lost and is likely to be transmitted through the default path. Therefore we can approximate the arrival process from the previous node with the similar approach to the analysis of open Jackson network [8, 19].

The packet flow transmitted with the default path from the previous node arrives at the routing kernel in the tagged node, and then it is routed to the node's access network or the next node. Let \( \lambda_{pre} \) denote the arrival rate at the routing kernel in the tagged node. Considering the transmissions originated from the other \((L - 1)\) nodes, we obtain

\[
\lambda_{pre} = \frac{L(L - 1)}{2} \lambda.
\]

(4.1)

We assume that the packet flow arrival process from the previous node to the routing kernel is Poisson with rate \( \lambda_{pre} \). Thus the whole arrival rate of packet flows at the node, \( \lambda_{all} \), is given by

\[
\lambda_{all} = (L - 1)\lambda + \lambda_{pre} = \frac{(L + 2)(L - 1)}{2} \lambda.
\]

(4.2)
4.2. Performance analysis

Let \( l_i \) (\( 1 \leq i \leq W - 1 \)) denote the \( i \)th lightpath dynamically established and released at the node. We define the state of \( l_i \) at \( t \) as follows.

\[
J_i(t) = \begin{cases}  
  n, (n = 0, \ldots, K_i), & \text{if } l_i \text{ is busy and } n \text{ cut-through LSPs are established}, \\
  I, & \text{if } l_i \text{ is idle}, \\
  S_i, & \text{if } l_i \text{ is being established}, \\
  R, & \text{if } l_i \text{ is being released}.
\end{cases}
\]

Let \( N_r(t) \) denote the number of packet flows in the routing kernel at \( t \). Then we define the state of the system at \( t \) as \((N_r(t), J_i(t))\), where

\[
J_i(t) = (J_{i1}(t), \ldots, J_{iW-1}(t)).
\]  

(4.3)

The state transition diagram for \( l_i \) is illustrated in Figure 9. Note that in this figure, \( 1/p \) and \( 1/h \) denote the mean lightpath establishment/release time and the mean extra holding time, respectively. Let \( U \) denote the whole state space of \((N_r(t), J_i(t))\) and \( U_i \) the space comprised of \( J_i(t) \).

We define \( M^B_i(J_i(t)) \) as the number of busy lightpaths in the state \((N_r(t), J_i(t))\). \( M^B_i(J_i(t)) \) is given by

\[
M^B_i(J_i(t)) = \sum_{i=1}^{W-1} \sum_{n=0}^{K_i} 1_{\{J_i(t) = n\}},
\]

(4.4)

where \( 1_{\{X\}} \) is the indicator function of event \( X \). Similarly, we define \( M^K_i(J_i(t)) \) as the number of lightpaths where \( K_i \) cut-through LSPs are established. Let \( M^I_i(J_i(t)) \) denote the number of idle lightpaths. We have

\[
M^K_i(J_i(t)) = \sum_{i=1}^{W-1} 1_{\{J_i(t) = K_i\}},
\]

(4.5)

\[
M^I_i(J_i(t)) = \sum_{i=1}^{W-1} 1_{\{J_i(t) = I\}}.
\]

(4.6)

In the remainder of this section, the argument \( t \) is omitted since we consider the system in equilibrium.

The transition rate from the state \((N_r, J_i)\) is shown in Table 1. Here, \( e_i \) is a \( 1 \times (W - 1) \) vector whose \( i \)th element is one and the others are zero. \( \bar{i}^m_{J_i} \) in Table 1 is defined as

\[
\bar{i}^m_{J_i} = \min\{i : J_i = I, 1 \leq i \leq W - 1\}.
\]

(4.7)

and \((J_i(t))\) is omitted from \( M^x_i(J_i(t)) \), \( (x = B, K_i, I) \).

Finally, let \( \pi(N_r, J_i) \) denote the steady state probability of \((N_r, J_i)\). \( \pi(N_r, J_i) \) is uniquely determined by equilibrium state equations and the following normalized condition

\[
\sum_{(N_r, J_i) \in U} \pi(N_r, J_i) = 1.
\]

(4.8)

In Appendix A, we present the equilibrium state equations in the case of \( W = 2 \).

With \( \pi(K_r, J_i) \), the packet-flow loss probability \( P_{loss} \) is yielded as

\[
P_{loss} = \sum_{(K_r, J_i) \in U} \left(1 - M^B_i(J_i) \frac{\lambda}{\lambda_{all}} + M^K_i(J_i) \frac{\lambda}{\lambda_{all}}\right) \pi(K_r, J_i).
\]

(4.9)
In this section, we analyze the performance of our method in the heavy traffic case.

5.1. System model

Since the establishment/release of lightpaths rarely occurs and each node receives the same volume of traffic, we assume that each node maintains \( r \) lightpaths. As a result, we have an M/G/1\( /K_r \) queue for the layer 3 routing kernel and \( r \) M/G/\( K_l/K_l \) queues for established lightpaths, respectively (see Figure 10). Note that \( W - r - 1 \) wavelengths are used for lightpaths established by the other nodes.

In our approximation under heavy traffic, \( r \) plays an important role to obtain good estimates of performance measures. We give upper and lower bounds of \( r \) by considering the combination of lightpaths between any pairs of nodes in the ring network.

We define \( P_{light} \) as the lightpath utilization factor and \( P_{wave} \) as the wavelength utilization factor. With \( \pi(N_r, J_l) \), \( P_{light} \) and \( P_{wave} \) are expressed as

\[
P_{light} = \sum_{(N_r, J_l) \in U} \sum_{i=1}^{W-1} \mathbb{1}_{(0 < J_i \leq K_l)} \frac{\pi(N_r, J_l)}{W-1}, \tag{4.10}
\]

\[
P_{wave} = \sum_{(N_r, J_l) \in U} \left\{ \mathbb{1}_{\{N_r > 0\}} + \sum_{i=1}^{W-1} \mathbb{1}_{\{0 < J_i \leq K_l\}} \right\} \frac{\pi(N_r, J_l)}{W}. \tag{4.11}
\]

5. Performance Analysis in Heavy Traffic Case

In this section, we analyze the performance of our method in the heavy traffic case.

5.1. System model

Since the establishment/release of lightpaths rarely occurs and each node receives the same volume of traffic, we assume that each node maintains \( r \) lightpaths. As a result, we have an M/G/1\( /K_r \) queue for the layer 3 routing kernel and \( r \) M/G/\( K_l/K_l \) queues for established lightpaths, respectively (see Figure 10). Note that \( W - r - 1 \) wavelengths are used for lightpaths established by the other nodes.

In our approximation under heavy traffic, \( r \) plays an important role to obtain good estimates of performance measures. We give upper and lower bounds of \( r \) by considering the combination of lightpaths between any pairs of nodes in the ring network.

We define \( P_{light} \) as the lightpath utilization factor and \( P_{wave} \) as the wavelength utilization factor. With \( \pi(N_r, J_l) \), \( P_{light} \) and \( P_{wave} \) are expressed as

\[
P_{light} = \sum_{(N_r, J_l) \in U} \sum_{i=1}^{W-1} \mathbb{1}_{(0 < J_i \leq K_l)} \frac{\pi(N_r, J_l)}{W-1}, \tag{4.10}
\]

\[
P_{wave} = \sum_{(N_r, J_l) \in U} \left\{ \mathbb{1}_{\{N_r > 0\}} + \sum_{i=1}^{W-1} \mathbb{1}_{\{0 < J_i \leq K_l\}} \right\} \frac{\pi(N_r, J_l)}{W}. \tag{4.11}
\]

The lightpath whose length equals one is used for the default path.
easy to see that $n$ wavelengths should be used if all the nodes establish the lightpaths with length equal to $n$. Since there are $W - 1$ wavelengths, the maximum length $n$ is given by

$$n = \max \{ i : \frac{i^2 + i - 2}{2} \leq W - 1 \}. \quad (5.1)$$

Each node can establish $n - 1$ lightpaths, however, it cannot always establish a lightpath with length equal to $n + 1$ due to the shortage of available wavelengths.

Next we estimate the effect of the wavelengths which are not used in the above procedure. In each node, the number of the wavelengths which are not used for lightpaths is

$$W - 1 - \frac{n^2 + n - 2}{2} = W - \frac{n(n+1)}{2}.$$

There are $L$ nodes and hence $L$ links in the ring network. The number of the lightpaths with length equal to $n + 1$ in the network is given by

$$\frac{L}{n+1} \left\{ W - \frac{n(n+1)}{2} \right\},$$

and hence the effect of the above per node is roughly estimated by

$$\frac{1}{n+1} \left\{ W - \frac{n(n+1)}{2} \right\}.$$

Combining the above results yields the upper bound of $r$ as

$$r \leq n - 1 + \frac{1}{n+1} \left\{ W - \frac{n(n+1)}{2} \right\}. \quad (5.2)$$

To obtain the lower bound of $r$, we consider a wasteful use of wavelengths. The most wasteful way is the establishment of the lightpaths with length equal to $L - 2$. In this case, we have two lightpaths in a wavelength: one is the path with length equal to $L - 2$ and the other is that with length equal to two (see Figure 12).

Since the number of lightpaths established in the network is $2(W - 1)$, the effect per node is given by $2(W - 1)/L$. That is,

$$r \geq \frac{2(W - 1)}{L}. \quad (5.3)$$
Figure 12: Lower bound of the number of established wavelengths.

From (5.2) and (5.3), we finally obtain the range of \( r \) as follows:

\[
\frac{2(W - 1)}{L} \leq r \leq n - 1 + \frac{1}{n + 1}(W - \frac{n(n + 1)}{2}).
\] (5.4)

As is the case with the light traffic case, we have two kinds of packet flow traffic that arrives at the node: one is from the access network and the other is from the previous node. First we consider packet flow traffic coming from the access network. Since \( r \) lightpaths are established, a packet flow from the access network arrives at the routing kernel or one of the established lightpaths. A packet flow arrives at the routing kernel according to a Poisson process with rate \((L - 1 - r)\lambda\) while it arrives at the established lightpath according to a Poisson process with rate \(\lambda\).

The packet flow which arrives at the lightpath tries to establish a new cut-through LSP in the lightpath. If a new cut-through LSP is not established due to the shortage of bandwidth, the packet flow is forwarded to the routing kernel for the transmission with the default path. Let \(P_{loss}^{(l)}\) denote the probability that this cut-through LSP establishment fails at the packet-flow arriving point. With the \(M/G/1/K_l/K_l\) queueing model, \(P_{loss}^{(l)}\) is given by

\[
P_{loss}^{(l)} = \frac{(\lambda/\mu_l)^{K_l}/K_l!}{\sum_{k=0}^{K_l}(\lambda/\mu_l)^k/k!},
\] (5.5)

where \(1/\mu_l\) is the mean transmission time of a packet flow for a cut-through LSP.

Since the packet flow which fails in establishing a new cut-through LSP in the lightpath is forwarded to the routing kernel with rate \(P_{loss}^{(l)}\lambda\), we assume that packet flows arrive at the routing kernel from its access network according to a Poisson process with rate \(\{L - 1 - r(1 - P_{loss}^{(l)})\}\lambda\).

Next we consider packet flow traffic from the previous node. Because the packet flow is transmitted from the previous node to the tagged node with the default path all the time under heavy traffic, we assume that the packet flow leaves the previous node according to a Poisson process with rate \(\mu_r\). Thus the whole arrival rate of packet flows at the node, \(\lambda_{all}\), is given by

\[
\lambda_{all} = (L - 1)\lambda + \mu_r.
\] (5.6)

Finally, the arrival rate of the packets at the routing kernel in the tagged node, \(\lambda_r\), is given by

\[
\lambda_r = \{L - 1 - r(1 - P_{loss}^{(l)})\}\lambda + \mu_r.
\] (5.7)

5.2. Performance analysis

In this subsection, we derive performance measures of the dynamic lightpath configuration method in the case of heavy traffic. As shown in Figure 10, we consider an \(M/G/1/K_r\) queue and \(r\) \(M/G/K_l/K_l\) queues.
Let $\rho_r$ and $\rho'_r$ denote the offered and carried loads of the routing kernel, respectively. We have

\[ \rho_r = \frac{\lambda_r}{\mu_r}, \tag{5.8} \]

where $\lambda_r$ is given by (5.7). We define $\pi^*_0$ as the steady state probability that there are no packet flows in the routing kernel. Then $\rho'_r$ is expressed as [17]

\[ \rho'_r = \frac{\rho_r}{\pi^*_0 + \rho_r}, \tag{5.9} \]

Since a packet flow is lost only at the routing kernel and hence the loss probability $P_{\text{loss}}$ is given by

\[ P_{\text{loss}} = \left\{ 1 - \frac{1}{\pi^*_0 + \rho} \right\} \frac{\lambda_r}{\lambda_{\text{all}}}, \tag{5.10} \]

Moreover, the wavelength utilization factor $P_{\text{wave}}$ is expressed as

\[ P_{\text{wave}} = \rho'_r + r \left\{ 1 - \frac{1}{\sum_{k=0}^{\infty} \frac{(\lambda/\mu)^k}{k!}} \right\}. \tag{5.11} \]

We can calculate $\pi^*_0$ in a recursive procedure [17].

Remark. Since $r$ is defined as the number of established lightpaths at the node, $r$ should take integer value. However, $P_{\text{loss}}$ and $P_{\text{wave}}$ are approximations and it is not clear whether non-integer $r$ greatly affects $P_{\text{loss}}$ and $P_{\text{wave}}$, or not. Therefore, for the calculations of $P_{\text{loss}}$ and $P_{\text{wave}}$, we use (5.4) which takes real values.

6. Numerical Examples

In this section, we show some numerical results calculated by the approximation analysis and simulation. In the simulation, we assume that the lightpath establishment/release time, $1/p$, and the extra holding time, $1/h$, are constant, while they are exponentially distributed with the means $1/p$ and $1/h$ in the approximation analysis.

We assume that the bandwidth of a wavelength, $B$, is equal to 10 Gbps and a packet flow contains 10 packets whose sizes are 1,250 bytes on average. Hence the size of a packet flow is exponentially distributed with the mean $\delta = 100,000$ bits.

6.1. Light traffic case

In this subsection, we show numerical results in the case of light traffic. Here, performance measures are calculated with the analysis results of Section 4.

6.1.1. Impact of processing speed of the routing kernel

First we consider how the processing speed of the routing kernel affects the packet-flow loss probability and wavelength utilization factor. We set $W = 4$, $K_r = 5$, $T_h = 3$, and $L = 10$. In this network, we assume that each wavelength supports cut-through LSPs with fixed bandwidth $B_l = 2.5$ Gbps. Hence the number of cut-through LSPs in a lightpath, $K_l$, is equal to 4 and the mean transmission time of a cut-through LSP, $1/\mu_l$, becomes equal to 2.5 $\mu$s. In addition, we assume that both the mean lightpath establishment/release time $1/p$ and the mean extra holding time $1/h$ are equal to 10 ms.

\[2\text{We investigated the case where the average number of packets in a packet flow is 1000 and obtained the tendency similar to those in the case where the number of packets is 10. In this case, however, lightpaths are rarely established and released, and hence the impact of the lightpath establishment/release time becomes small.}\]
Figures 13(a) and (b) show the packet-flow loss probability and wavelength utilization factor, respectively, against the arrival rate of packet flows in the cases of $1/\mu_r = 10$, 20, and 100 $\mu$s.

From Figure 13(a), we observe that the loss probability calculated with the approximation analysis is almost the same as that with the simulation when the processing speed of the routing kernel is 10 $\mu$s. On the other hand, we can see the discrepancy between the analysis and simulation results when the processing speed of the routing kernel becomes large. This is because a large processing time of the routing kernel causes a large loss probability and our assumption does not hold. However, our approximation analysis is useful for the calculation of the loss probability especially when the loss probability is smaller than 0.05.

In addition, from Figure 13(b), we observe that the analytical model is useful for the calculation of the wavelength utilization factor when the wavelength utilization factor is smaller than 0.15. Therefore, our approximation analysis in the case of light traffic is effective.

From both figures, we observe that the large processing time of the routing kernel gives a large loss probability and a large wavelength utilization factor. This is because the large processing time of the routing kernel causes congestion and this results in the increase of the number of established lightpaths.

In the following subsections for the light traffic case, only analytical results are shown because the analytical and simulation results are almost the same.

### 6.1.2. Impact of the bandwidth of cut-through LSPs

Next we investigate how the bandwidth of cut-through LSPs in a lightpath affects the packet-flow loss probability and the wavelength utilization factor. We assume that $W = 2$, $K_r = 5$, $T_h = 1$, $L = 10$, $1/\mu_r = 10 \mu$s, and $1/h = 10 \text{ ms}$. In terms of the arrival rate of packet flows from access network, we set $(L - 1)\lambda = 0.05$.

Figures 14(a) and (b) show the packet-flow loss probability and wavelength utilization factor, respectively, against the bandwidth of cut-through LSPs in the cases of $1/p = 0.1$, 1, 10, and 100 ms. Here, the bandwidths of cut-through LSPs, $B_l$, are set to 50, 153.8, 625, 1250, and 2500 Mbps, i.e., the numbers of cut-through LSPs in a lightpath, $K_l$, are 200, 65, 16, 8, and 4.

From these figures, we observe that smaller bandwidth of a cut-through LSP gives a
Figure 14: Packet-flow loss probability and wavelength utilization factor vs. bandwidth of cut-through LSP in the light traffic case.

smaller loss probability and a larger wavelength utilization factor. In particular, from Figures. 14(b), we observe that the small bandwidth of LSPs in a lightpath gives a large wavelength utilization factor as the lightpath establishment/release time becomes small. This implies that multiple LSPs with small bandwidth effectively utilize the large bandwidth of a lightpath.

6.1.3. Impact of congestion threshold

Next, we investigate how the congestion threshold affects the packet-flow loss probability and lightpath utilization factor. We assume that $W = 4$, $K_r = 10$, $L = 10$, $1/\mu_r = 10$, and $1/h = 10$ ms. In addition, we assume that $B_l = 10$ Gbps and $(L - 1)\lambda = 0.1$.

Figures. 15(a) and (b) show the packet-flow loss probability and lightpath utilization factor, respectively, against the threshold in the cases of $1/p$ set to 1, 10, 100, and 1000 ms. In addition, we indicate the optimal thresholds which achieve the smallest loss probability and the largest lightpath utilization factor in both figures.

From Figure 15(a), we find that the values of $T_h$ equal to 1, 1, 3, and 5 give the smallest loss probability in the cases of $1/p = 1$, 10, 100 and 1000 ms, respectively. Moreover, in Figure 15(b), the same thresholds also give the largest lightpath utilization factor. That is, the optimal thresholds in terms of both performance measures are the same.

When the threshold is smaller than the optimal threshold, congestion occurs frequently and this results in frequent lightpath establishment and release. Note that both the loss probability and the lightpath utilization factor do not degrade so much even though the wavelength can not be used during the lightpath establishment/release time.

On the other hand, as the threshold becomes larger than the optimal threshold, the congestion rarely occurs. If the congestion does not occur, most of arriving packet flows are transmitted with the default path. This causes a large loss probability and a small lightpath utilization factor.

Moreover, as the lightpath establishment/release time becomes large, the impact of the threshold on both performance measures becomes large. Therefore, it is important to design the threshold carefully in order to achieve a small loss probability and a large lightpath utilization factor.

6.1.4. Impact of extra holding time

In this subsection, we consider how the extra holding time affect the packet-flow loss probability and wavelength utilization factor. We assume that $W = 4$, $K_r = 5$, $T_h = 1$, $L = 10$, $1/\mu_r = 10$, and $1/h = 10$ ms. In addition, we assume that $B_l = 10$ Gbps and $(L - 1)\lambda = 0.1$.
and $1/\mu_r = 10 \mu s$. We also assume that $B_l = 2.5 \text{ Gbps}$ and $(L - 1)\lambda = 0.05$.

Figures 16(a) and (b) show the loss probability and wavelength utilization factor, respectively, against the extra holding time in the cases of $1/p = 0.1, 1, 10, \text{ and } 100 \text{ ms}$.

From Figure 16(a), we observe that the packet-flow loss probability decreases as the extra holding time becomes large. In addition, the loss probability becomes large when the lightpath establishment/release time is large. This is because a wavelength can not be used during the lightpath establishment/release time and frequent establishment and release of lightpaths waste the time.

However, a small extra holding time becomes efficient for the loss probability when the lightpath establishment/release time is in the order of 10 ms. If the lightpath establishment/release time is 10 ms, the extra holding time of 20 ms is enough for providing a small loss probability.

From Figure 16(b), we observe that the wavelength utilization factor increases as the extra holding time becomes large. In addition, we find that the wavelength utilization factor is large when the lightpath establishment/release time is large. A small extra holding time becomes efficient for the wavelength utilization factor when the lightpath establishment/release time is in the order of 10 ms. If the lightpath establishment/release time is 10 ms, the extra holding time of 20 ms is also enough for providing a large wavelength utilization factor.
Figure 17: Packet-flow loss probability and wavelength utilization factor vs. arrival rate in the heavy traffic case, $1/h = 10$ ms.

From the above observations, a small extra holding time can provide a small loss probability and a large wavelength utilization factor when the lightpath establishment/release time is in the order of 10 ms. The extra holding time should be set to 20 ms rather than 100 ms in the case of $1/p = 10$ ms, because the small extra holding time is effective for an asymmetric ring network.

### 6.2. Heavy traffic case

In this subsection, we present numerical examples of the packet-flow loss probability and wavelength utilization factor for the heavy traffic case. We assume that $W = 4$, $K_r = 5$, $T_h = 3$, $L = 10$, and $1/\mu_r = 10$ ms. We also set $B_l = 2.5$ Gbps.

#### 6.2.1. Impact of lightpath establishment/release time

We investigate how the lightpath establishment/release time affects the packet-flow loss probability and wavelength utilization factor.

Figures 17(a) and (b) illustrate the packet-flow loss probability and wavelength utilization factor, respectively, against the arrival rate from the access network with $1/h = 10$ ms and $1/p = 0.1, 1, 10$, and $100$ ms. From Figures 17(a) and (b), we observe that the results of simulation lie between the curves of the upper and lower bounds. Note that in Figure 17(a), the upper bound value of $r$ gives the lower bound of the packet-flow loss probability, while the lower bound of $r$ gives the upper bound of the packet-flow loss probability. On the other hand, in Figure 17(b), the upper bound value of $r$ gives the upper bound of the wavelength utilization factors and vice versa.

In Figure 17(a), the simulation results close to the upper bound regardless of the establishment/release time. Note that the upper bound of the packet-flow loss probability is calculated with the lower bound of $r$ equal to $2(W - 1)/L$. That is, the lower bound of $r$ succeeds in the prediction of loss behavior at packet-flow level under heavy traffic.

On the other hand, we observe in Figure 17(b) that the simulation results become close to the lower bound when the establishment/release time becomes large. However, the discrepancy between the upper and lower bounds is relatively large.

Figures 17(a) and (b) show that the packet-flow loss probability and the wavelength utilization factor do not change so much when the lightpath establishment/release time becomes large. This is because the established lightpaths are not released frequently due to the heavy traffic.
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Figure 18: Packet-flow loss probability and wavelength utilization factor vs. arrival rate in the heavy traffic case, 1/p = 10 ms.

6.2.2. Impact of extra holding time

Finally, we investigate how the extra holding time affects the packet-flow loss probability and the wavelength utilization factor. Figures. 18(a) and (b) show the packet-flow loss probability and the wavelength utilization factor, respectively, against the arrival rate with 1/p = 10 ms and 1/h = 0.1, 1, 10, and 100 ms.

From Figure 18(a), simulation results lie between upper and lower bounds. As is the case with Figure 17(a), the upper bound gives the good estimate of the packet-flow loss probability. From Figure 18(b), we also observe the same tendency as Figure 17(b). As a result, the upper and lower bounds for the packet-flow loss probability gives good estimates, while those for the wavelength utilization factor fails in providing accurate estimates. Further improvement is needed for the accurate estimation of the wavelength utilization factor.

7. Conclusion

In this paper, we considered the dynamic lightpath configuration method where a lightpath supports multiple LSPs, and analyzed the loss probability of packet flows and the wavelength utilization factor under light and heavy traffic conditions for symmetric WDM ring networks.

Numerical results in the light traffic case showed that our approximation analysis gives good estimates for the packet-flow loss probability and wavelength utilization factor. With multiple LSPs in a lightpath, the dynamic lightpath configuration method becomes effective when the lightpath establishment/release time becomes small. As for the design of the threshold in the method, the optimal thresholds which give the smallest loss probability and the largest lightpath utilization factor can be obtained from the light traffic analysis. It is important to design the threshold carefully in order to achieve a small loss probability and a large lightpath utilization factor. We also observed in the light traffic case that a small extra holding time is effective when the lightpath establishment/release time is in the order of 10 ms.

In the heavy traffic case, we showed that our approximation analysis with the lower bound of r is useful to estimate the packet-flow loss probability. On the other hand, the resulting estimates of the wavelength utilization factor are not accurate. Further improvement of the approximation is needed for the well estimation of the wavelength utilization factor.
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A. Equilibrium State Equations

For simplicity, we consider the case of \( W = 2 \). Then \( \pi(N_r, J_l) \)'s satisfy the following equilibrium state equations.

\( J_l = I: l_1 \) is idle.

\[
\begin{align*}
\lambda_{all}\pi(0, I) &= \mu_r\pi(1, I) + p\pi(0, R), \\
(\lambda_{all} + \mu_r)\pi(N_r, I) &= \lambda_{all}\pi(N_r - 1, I) + \mu_r\pi(N_r + 1, I) \\
&\quad + p\pi(N_r, R), \quad (0 < N_r \leq T_h), \\
(\lambda_{all} + \mu_r)\pi(N_r, I) &= \mu_r\pi(N_r + 1, I) \\
&\quad + p\pi(N_r, R), \quad (T_h < N_r < K_r), \\
(\lambda_{all} + \mu_r)\pi(K_r, I) &= p\pi(K_r, R).
\end{align*}
\]

\( J_l = S: l_1 \) is being established.

\[
\begin{align*}
(\lambda_{all} + p)\pi(0, S) &= \mu_r\pi(1, S), \\
(\lambda_{all} + \mu_r + p)\pi(N_r, S) &= \lambda_{all}\pi(N_r - 1, S) \\
&\quad + \mu_r\pi(N_r + 1, S), \quad (0 < N_r \leq T_h), \\
(\lambda_{all} + \mu_r + p)\pi(N_r, S) &= \lambda_{all}\pi(N_r - 1, S) + \lambda_{all}\pi(N_r - 1, I) \\
&\quad + \mu_r\pi(N_r + 1, S), \quad (T_h < N_r < K_r), \\
(\mu_r + p)\pi(K_r, S) &= \lambda_{all}\pi(K_r - 1, S) + \lambda_{all}\pi(K_r - 1, I) \\
&\quad + \lambda_{all}\pi(K_r, I).
\end{align*}
\]

\( J_l = n \ (0 \leq n \leq K_l): l_1 \) is busy.

\( n = 0 \)

\[
\begin{align*}
(\lambda_{all} + h)\pi(0, 0) &= \mu_r\pi(1, 0) + \mu_t\pi(0, 1) + p\pi(0, S), \\
(\lambda_{all} + \mu_r + h)\pi(N_r, 0) &= (\lambda_{all} - \lambda)\pi(N_r - 1, 0) \\
&\quad + \mu_r\pi(N_r + 1, 0) + \mu_t\pi(N_r, 1) \\
&\quad + p\pi(N_r, S), \quad (0 < N_r < K_r), \\
(\lambda + \mu_r + h)\pi(K_r, 0) &= (\lambda_{all} - \lambda)\pi(K_r - 1, 0) + \mu_t\pi(K_r, 1) \\
&\quad + p\pi(K_r, S).
\end{align*}
\]

\( n = 1 \) is being established.

\[
\begin{align*}
(\lambda_{all} + \mu_r + h)\pi(N_r, 1) &= (\lambda_{all} - \lambda)\pi(N_r - 1, 1) \\
&\quad + \mu_r\pi(N_r + 1, 1) + \mu_t\pi(N_r, 2) \\
&\quad + p\pi(N_r, S), \quad (0 < N_r < K_r), \\
(\lambda + \mu_r + h)\pi(K_r, 1) &= (\lambda_{all} - \lambda)\pi(K_r - 1, 1) + \mu_t\pi(K_r, 2) \\
&\quad + p\pi(K_r, S).
\end{align*}
\]
(b) $0 < n < K_l$
\[
(\lambda_{\text{all}} + \mu_l)\pi(0, n) = \mu_r\pi(1, n) + \lambda\pi(0, n - 1) + \mu_l\pi(0, n + 1),
\]
\[
(\lambda_{\text{all}} + \mu_r + \mu_l)\pi(N_r, n) = (\lambda_{\text{all}} - \lambda)\pi(N_r - 1, n) + \mu_r\pi(N_r + 1, n) + \lambda\pi(N_r, n - 1) + \mu_l\pi(N_r, n + 1), \quad (0 < N_r < K_r),
\]
\[
(\lambda + \mu_r + \mu_l)\pi(K_r, n) = (\lambda_{\text{all}} - \lambda)\pi(K_r - 1, n) + \lambda\pi(K_r, n - 1) + \mu_l\pi(K_r, n + 1).
\]

(c) $n = K_l$
\[
(\lambda_{\text{all}} + \mu_l)\pi(0, K_l) = \mu_r\pi(1, K_l) + \lambda\pi(0, K_l - 1),
\]
\[
(\lambda_{\text{all}} + \mu_r + \mu_l)\pi(N_r, K_l) = \lambda_{\text{all}}\pi(N_r - 1, K_l) + \mu_r\pi(N_r + 1, K_l) + \lambda\pi(N_r, K_l - 1), \quad (0 < N_r < K_r),
\]
\[
(\mu_r + \mu_l)\pi(K_r, K_l) = \lambda_{\text{all}}\pi(K_r - 1, K_l) + \lambda\pi(K_r, K_l - 1).
\]

(D) $J_{l_1} = R$: $l_1$ is being released.
\[
(\lambda_{\text{all}} + \mu_r)\pi(0, R) = \mu_r\pi(1, R) + h\pi(0, 0),
\]
\[
(\lambda_{\text{all}} + \mu_r + \mu_r)\pi(N_r, R) = \lambda_{\text{all}}\pi(N_r - 1, R) + \mu_r\pi(N_r + 1, R) + h\pi(N_r, 0), \quad (0 < N_r < K_r),
\]
\[
(\mu_r + \mu_r)\pi(K_r, R) = \lambda_{\text{all}}\pi(K_r - 1, R) + h\pi(K_r, 0).
\]
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